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#### Abstract

Some properties of the generalized Euler transformation (GET), such as the possibility of obtaining exact sum of a series, the convergence of a transformed series, and its new representations, are considered. Certain criteria of convergence of transformed series are presented and conditions, under which the Euler method enables one to obtain a finite expression for the sum of a series, are established. The properties of a transformed series are analyzed for the case that the known Padé, Padé-Borel, or Padé-Hermite approximants are used as the zero approximation in GET. Different ways of parameterization of the coefficients of the transformed series are discussed. The method proposed is tested while applied to the exactly solvable quantum-mechanics problem of the Kratzer oscillator taken as an example.


## Introduction

The calculations of energy levels of high-excited states by the method of effective rotational Hamiltonian need for application of the methods of series summation. As known, ${ }^{1-10}$ the series, representing the matrix elements of the effective rotational Hamiltonian, diverge at large quantum numbers of the angular momentum. Earlier, (see, for example, Refs. 1-22) various summation methods have been proposed to improve calculations in the case of high-excited states. However, new experimental data obtained on the levels of highenergy states of some molecules, for example, $\mathrm{H}_{2} \mathrm{O}$, $\mathrm{H}_{2} \mathrm{~S}, \mathrm{H}_{3}^{+}$, and others, call for development and application of new computational methods, taking into account poor convergence of the series.

This paper considers some properties of the generalized Euler transformation (GET), , ${ }^{23,24}$ such as the possibility of obtaining exact sum of a series, the convergence of the transformed series, and its new representations. The Euler transformation was successfully applied earlier to the series summation in some quantum-mechanics problems, for example, in calculating energy levels of an anharmonic oscillator, computation of the Stark and Zeeman effects in hydrogen atom, summation of the $1 / Z$ expansion in the atomic theory (see, for example, Refs. 24 and 25). The GET method was also applied to calculation of the RV energy levels of $\mathrm{H}_{2} \mathrm{O}$ molecule, ${ }^{15} \mathrm{CH}_{2}$ radical, ${ }^{16}$ and diatomic molecules. ${ }^{26,27}$ Brief description of the GET method is given in this paper.

One of the basic properties of the Euler method is that it is regular, ${ }^{23}$ that is, the method gives correct sums of convergent series. This property is missing in other methods, for example, in the Pade method. It should be noted that the GET method gives no information about the convergence of the
transformed series. In any summation method, the convergence is of crucial importance, because in the case of divergence it is impossible to obtain a determinate result. Nevertheless, most papers, dealing with the application of methods for summation of divergent series in calculating rotational energy levels, present no arguments in favor of the series convergence. For this reason, in this paper, we give some criteria of convergence of the transformed series and establish conditions, under which the Euler method yields the finite value for the sum.

The properties of the transformed series are considered for the case when the known Padé, PadéBorel, and Padé-Hermite approximants are used as zero approximation in the GET method. In addition, different methods of parameterization of the coefficients of the transformed series are presented along with the results of testing the method while applying it to the exactly solvable problem of Kratzer oscillator taken as an example.

## 1. Generalized Euler transformation

For convenience, this Section presents briefly the basic equations of the GET method. ${ }^{24}$ Let the function $f(z)$ be expanded in the following series

$$
\begin{equation*}
f(z)=\sum_{n=0} f_{n} z^{n}, \tag{1}
\end{equation*}
$$

and some its estimate (approximating function) is known:

$$
\begin{equation*}
g(z)=\sum_{n=0} g_{n} z^{n}=g_{0}+g_{1} z+g_{2} z^{2}+\ldots \tag{2}
\end{equation*}
$$

The approximating function can be used for the transformation of the series in the following way. Add the approximant to the right-hand side of

Eq. (1) and then subtract it, but in the form of a series. Then add $z \frac{\mathrm{~d} g(z)}{\mathrm{d} z}$ and subtract it again, but in the form of a series. Repeating this procedure, we can exclude all power terms from the right-hand side of Eq. (1) and thus transform the series (1) into the functional one. The transformed series has the form

$$
\begin{gather*}
f(z)=\sum_{n=0}^{\infty} D_{n} \Phi_{n}(z) ; \quad \Phi_{n}(z)=(-1)^{n} \frac{z^{n}}{n!} \frac{\mathrm{d}^{n} g(z)}{\mathrm{d} z^{n}} ;  \tag{3}\\
D_{n}=\sum_{r=0}^{n}(-1)^{r}\binom{n}{r} a_{r}, \quad a_{r}=f_{i} / g_{i} .
\end{gather*}
$$

The transformations presented here are formally identical, and the transformed expression restores the initial series (1) when expanded into the Taylor series. It is just this expression that is referred to as a "sum of the series."

## 2. Conditions of convergence of the transformed series

It is intuitively clear that if the "proper" approximant is chosen, so that the coefficients of the Taylor series $f(z)$ and $g(z)$ are similar in some sense, then the "new" series (3) must have better properties than the initial one, that is, it must converge faster in view of the relation $\sum_{r=0}^{n}(-1)^{r}\binom{b}{r}=0$. However, it is desirable to have more definite conditions of convergence. We will specify two such necessary conditions

1) If at $z \leq z_{0}$

$$
\begin{equation*}
\left|D_{n} \frac{\mathrm{~d}^{n} g(z)}{\mathrm{d} z^{n}}\right| \leq A B^{n}, \tag{4}
\end{equation*}
$$

then the series (3) converges in the specified region. Indeed,

$$
\begin{gather*}
\left.\sum_{n=0}(-1)^{n} D_{n} \frac{z^{n}}{n!} \frac{\mathrm{d}^{n} g(z)}{\mathrm{d} z^{n}} \leq \sum_{n=0} \right\rvert\, D_{n} \frac{\mathrm{~d}^{n} g(z)}{\mathrm{d} z^{n}} \frac{z^{n}}{n!} \leq \\
\leq A \sum_{n=0} \frac{(B z)^{n}}{n!}=A \exp (B z) . \tag{5}
\end{gather*}
$$

Since the last series converges at any $z$, the transformed series, obviously, converges at $z \leq z_{0}$ too.

Thus, if the approximant derivatives and the coefficients $a_{n}=f_{n} / g_{n}$, considered as functions of the index $n$, increase with increasing $n$ slower than by the exponential law, then the series transformed by the Euler method converges.
2) If at $z \leq z_{0}$

$$
\begin{equation*}
\left|D_{n} \frac{\mathrm{~d}^{n} g(z)}{\mathrm{d} z^{n}}\right| \leq A B^{n} n!, \tag{6}
\end{equation*}
$$

then the radius of convergence of the series (3) $z \leq \min \left\{z_{0}, 1 / B\right\}$.

Let us prove this:

$$
\begin{gather*}
\sum_{n=0}(-1)^{n} D_{n} \frac{z^{n}}{n!} \frac{\mathrm{d}^{n} g(z)}{\mathrm{d} z^{n}} \leq \sum_{n=0}\left|D_{n} \frac{\mathrm{~d}^{n} g(z)}{\mathrm{d} z^{n}}\right| \frac{z^{n}}{n!} \leq \\
\leq A \sum_{n=0}(B z)^{n}=\frac{A}{1-B z} . \tag{7}
\end{gather*}
$$

Since the last series converges at $|z| \leq 1 / B$, the above estimate follows from here.

The approximating function $g(z)$ can be chosen in different ways. As a consequence, the ratios $a_{r}=f_{r} / g_{r}$ can have different dependence on $r$. It is useful to introduce the estimates of the coefficients of the transformed series, assuming a certain dependence of the ratios $a_{r}=f_{r} / g_{r}$ on the index $r$. This will help one to establish some criteria, determining the "quality" of the approximant and to give a convenient parameterization of the transformed series. It should be noted here that the estimates of the coefficients $f_{r}$ of the initial series of the perturbation theory (PT) can be obtained in the standard way, that is, based on the quasi-classical approach, described, for example, in Ref. 28. On the other hand, it is not difficult to obtain the coefficients of the approximant $g_{r}$ expansion into the Taylor series. However, let us first establish the following fact.
3) If the approximating function $g(z)$ is chosen so that

$$
\begin{equation*}
f_{r} / g_{r}=a_{r}=\alpha_{0}+\alpha_{1} r+\alpha_{2} r^{2}+\ldots+\alpha_{K} r^{K}, \tag{8}
\end{equation*}
$$

then GET gives the finite expression for the sum of the series.

Indeed, in this case

$$
\begin{equation*}
D_{n}=\sum_{i=0}^{K} \alpha_{i} \sum_{r=0}^{n}(-1)^{r} r^{i}\binom{n}{r} . \tag{9}
\end{equation*}
$$

Since

$$
\sum_{r=0}^{n}(-1)^{r} r^{m}\binom{n}{r}=0 \text { at } m<n
$$

all the coefficients $D_{n}, n>K$ vanish. If the condition (8) is fulfilled, the generalized Euler transformation yields a finite expression for the sum of the series

$$
\begin{equation*}
f(z)=g(z) a_{0}+\sum_{n=1}^{K}(-1)^{n} D_{n} \frac{z^{n}}{n!} \frac{\mathrm{d}^{n} g(z)}{\mathrm{d} z^{n}}, \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{n}=\sum_{i=0}^{K-n} \alpha_{n+i} \sum_{r-0}^{n}(-1)^{r} r^{n+i}\binom{n}{r}, \tag{11}
\end{equation*}
$$

and the series can be summed exactly. Thus, the approximant can be chosen so that it only
qualitatively reproduces the derivatives of the initial function $f_{r}$; they should be approximately proportional, then GET yields the finite expression for the sum of the series. In this case, the difference between the initial function and the approximant can be arbitrary and quite large. This property of GET is very useful, since it allows rough approximations to be used, if only the ratio $f_{r} / g_{r}$ does not change too quickly with the increasing index $r$.

## 3. Transformed series

In the method of effective Hamiltonians, we usually know only several first terms of the initial series (1) (that is, the coefficients $f_{r}, r=0, \ldots, N$ ), which are determined through the fitting to experimental energy levels or transition frequencies. Therefore, it is quite useful to consider different ways of approximation of the ratios $a_{r}=f_{r} / g_{r}$ in order to obtain new representations for matrix effective Hamiltonians, including new fitted parameters.

In making particular calculations, especially for light nonrigid molecules having small moments of inertia, the Padé ${ }^{2}$ and Padé-Borel ${ }^{6}$ approximants or generating functions ${ }^{10}$ are used. These approximants are defined so that they reproduce accurately first $N$ coefficients $f_{0}, f_{1}, f_{2}, \ldots, f_{N}$ of the initial series (1). If these approximants are used as zero approximation in the Euler method, the transformed series becomes simpler. Indeed, if

$$
g_{0}=f_{0}, \quad g_{1}=f_{1}, \ldots, \quad g_{N}=f_{N},
$$

then

$$
\begin{equation*}
D_{n}=\sum_{r=0}^{n}(-1)^{r}\binom{n}{r} \frac{f_{r}}{g_{r}}=\sum_{r=0}^{n}(-1)^{r}\binom{n}{r}=\delta_{n, 0}, \quad n \leq N \tag{12}
\end{equation*}
$$

and the transformed series (3) has the form

$$
\begin{align*}
& f(z)=g(z)+(-1)^{N+1} D_{N+1} \Phi_{N+1}(z) \times \\
& \times\left\{1+\sum_{n=N+2}(-1)^{n-N-1} \tilde{D}_{n} \tilde{\Phi}_{n}(z)\right\}, \tag{13}
\end{align*}
$$

where

$$
\begin{gather*}
\tilde{D}_{n}=D_{n} / D_{N+1} ; \\
\tilde{\Phi}_{n}(z)=\Phi_{n}(z) / \Phi_{N+1}(z)= \\
=z^{n-N-1} \frac{(N+1)!\mathrm{d}^{n} g(z)}{n!} \frac{\mathrm{d}^{N+1} g(z)}{\mathrm{d} z^{n} z^{N+1}} . \tag{14}
\end{gather*}
$$

The expressions for the coefficients $D_{n}$ of the transformed series also become simpler.

In Eq. (13) the first term $g(z)$ is an approximant, that is, the approximate expression for the rotational-vibrational energy. The second term is a correction to this approximation, following from the Euler transformation. The coefficients of the series in braces depend on the unknown parameters
$f_{N+1} / g_{N+1}, f_{N+2} / g_{N+2}, \ldots$, and it is desirable to perform new parameterization of the transformed series, using certain estimates of these ratios and keeping in mind the fitting of the parameters of the new representation to experimental data. Obviously, this may improve the calculations of the rotationalvibrational energy levels.

Consider the following parameterization of the ratios $a_{r}=f_{r} / g_{r}$ :

$$
\begin{equation*}
a_{r}=f_{r} / g_{r}=\omega(r) \sum_{i=0}^{K} \frac{\gamma_{i}}{(r+1)^{i}} . \tag{15}
\end{equation*}
$$

Here $\omega(r)$ is the "main" part of the ratios between the coefficients of the summed series and the approximant (which is assumed to be known); $\gamma_{i}$ are some coefficients. In this case, the coefficients $D_{n}$ of the transformed series can be represented in the form

$$
\begin{equation*}
D_{n}=\sum_{r=0}^{n}(-1)^{r}\binom{n}{r} \omega(r) \sum_{i=0}^{K} \frac{\gamma_{i}}{(r+1)^{i}}=\sum_{i=0}^{K} \gamma_{i} T_{i}^{n}, \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{i}^{n}=\sum_{r=0}^{n}(-1)^{r}\binom{n}{r} \frac{\omega(r)}{(r+1)^{i}} . \tag{17}
\end{equation*}
$$

Now the transformed series can be represented as follows

$$
\begin{equation*}
f(z)=\sum_{i=0}^{K} \gamma_{i} \sum_{n}(-1)^{n} T_{i}^{n} \Phi_{n}(z) . \tag{18}
\end{equation*}
$$

Thus, we obtain the new representation of the transformed series, in which the new parameters $\gamma_{i}$ are introduced. This approach is an analog of the summation method, known as a nonlinear sequence transformation. ${ }^{29}$ In this method, the remainder in the estimates of the series sum is also represented in the form (12).

In the method of effective Hamiltonians, the summed series (that is, $f(z)$ in our case) are matrix elements. For example, for molecules like water molecule, the most significant part of the summed series is the so-called $J_{z}$-sequence, ${ }^{9}$ including the rotational constant $A$ and the centrifugal distortion constants $\Delta_{k}, \Delta_{j k}, \Delta_{j}, H_{k}$, and so on. To determine $\omega(r)$ in this case, it is possible to take the $r$ th term of the expansion of the generating function $G=(2 / \alpha)\left\{\sqrt{1+\alpha J_{z}^{2}}-1\right\}$ into the Taylor series. The parameters $\gamma_{i}$ can be considered as values determined from the fitting to experimental energy levels. Thus, the use of the approximations of the form (15) introduces a new parameterization in the effective Hamiltonian.

Consider now some simplest cases.
Exponential approximation. If the approximating function is chosen so that

$$
\begin{align*}
f_{r} / g_{r}= & a_{r}=\beta^{r}\left\{\gamma_{0}+\frac{\gamma_{1}}{r+1}+\ldots+\frac{\gamma_{K}}{(r+1)^{K}}\right\}= \\
& =\beta^{r} \sum_{i=0}^{K} \frac{\gamma_{i}}{(r+1)^{i}}, \quad \omega(r)=\beta^{r}, \tag{19}
\end{align*}
$$

then the coefficients of the transformed series become simpler. It is assumed here that at large $r$ the difference between the expansion coefficients of the approximant and the initial series becomes close to $\gamma_{0} \beta^{r}$ at the increase of $r$. Use the relation ${ }^{31}$ :

$$
\begin{gather*}
\sum_{r=0}^{n}\binom{n}{r}( \pm x)^{r}=(1 \pm x)^{n},  \tag{20}\\
\sum_{r=0}^{n} \frac{( \pm 1)^{r}}{r+a}\binom{n}{r} x^{r}=x^{-a} \int_{0}^{x} t^{a-1}(1 \pm t)^{n} \mathrm{~d} t=Q(x, a, n),  \tag{21}\\
a \neq 0,-1,-2, \ldots
\end{gather*}
$$

Then we obtain

$$
\begin{align*}
& T_{0}^{n}=(1-\beta)^{n} \\
& T_{1}^{n}=Q(\beta, 1, n)  \tag{22}\\
& T_{i}^{n}=\left.\frac{(-1)^{i-1}}{(i-1)!} \frac{\mathrm{d}^{i-1}}{\mathrm{~d} a^{i-1}} Q(\beta, a, n)\right|_{a=1}
\end{align*}
$$

Factorial approximation. Assume now that the difference between the coefficients of the approximant and the initial series is determined by the factorial function

$$
\begin{align*}
f_{r} / g_{r}=a_{r}= & \beta^{r} r!\left\{\gamma_{0}+\frac{\gamma_{1}}{r+1}+\ldots+\frac{\gamma_{K}}{(r+1)^{K}}\right\}= \\
& =\beta^{r} r!\sum_{i=0}^{K} \frac{\gamma_{i}}{(r+1)^{i}} . \tag{23}
\end{align*}
$$

The estimates of this kind are obtained for the terms of the PT series of the anharmonic oscillator. In this case, one fails to calculate exactly the sums (17), and $T_{i}^{n}$ are to be determined through direct calculations. In the method of effective Hamiltonians, Eq. (23) gives a convenient parameterization of the transformed series in calculating the rotationalvibrational energy levels. The values of $\beta, \gamma_{i}$ can be found through the fitting to experimental energy levels.

The results presented show that, regardless of the rate of divergence of the initial series, the Euler method can yield a correct result, if the approximating function is chosen properly, that is, either the condition (4) or (6) is fulfilled. This circumstance appears to be very important, and the problem can be thus reduced to the selection of the approximating function regardless of the divergence rate of the initial series of the perturbation theory.

## 4. Application to exactly solvable models

Consider now the application of GET to series summation in the exactly solvable problem of the Kratzer oscillator.

The Kratzer potential has the form

$$
V(r)=\frac{A}{r^{2}}-\frac{B}{r}
$$

The solution of the Schrödinger equation with this potential can be found in the closed form; the equation for the energy levels has the form ${ }^{30}$ :

$$
\begin{gathered}
K(J, v)=-a[v+1 / 2+\sqrt{J(J+1)+b}]^{-2}+ \\
+a[1 / 2+\sqrt{b}]^{-2}=-a[y+\sqrt{x+b}]^{-2}+a[1 / 2+\sqrt{b}]^{-2}, \\
a=\frac{B^{2} \mu}{2 \hbar^{2}}, \quad b=1 / 4+2 A \mu / \hbar^{2} .
\end{gathered}
$$

Here $\mu$ is the reduced mass, and the energy is measured from the zero level $v=0, J=0$.

We use the problem of the Kratzer oscillator to test the GET method. The simplest Padé approximant [1/1] is used as an approximation. At $x=-b$ the Kratzer function (24) has a bifurcation point of the second-order, and the series diverges starting from $J=23$ (Fig. 1) .


Fig. 1. Energy levels of the Kratzer oscillator (curve 1) and the sum of the series (1) (curve 2).

Figure 2 demonstrates the relative error $E^{\mathrm{Kr}}\left[J(J+1] / E^{\text {Padé }}[J(J+1)]\right.$ in the calculation of rotational energy levels at $V=0$ and 10 of the Kratzer oscillator by the GET method (curves 1-4) and the calculation with the Pade approximant [1/1] (5).


Fig. 2. Relative error $E^{\mathrm{Kr}}\left[J(J+1] / E^{\text {Padé }}[J(J+1)]\right.$ in the calculation of rotational energy levels for $V=0(a)$ and $V=10(b)$.

The dependence of the rotational energy levels of the vibrational state $V=10$ on the quantum number $J$ is shown in Fig. 3.


Fig. 3. Dependence of the rotational energy levels of the vibrational state $V=10$ on the quantum number $J$ : exact equation (1); calculation by the GET method, $N=5,10$, 15, 20 (2-5); calculation with the Pade approximant [1/1] (6).

## Acknowledgments

The authors are grateful to S.D. Tvorogov, Corresponding Member of the Russian Academy of Sciences, for the attention to this work and useful criticism.

This work was supported, in part, by the RAS Program "Optical Spectroscopy and Frequency Standards" and by INTAS (Grant No. 03-51-3394).

## References

1. S.P. Belov, A.V. Burenin, O.L. Polaynsky, and S.M. Shapin, J. Mol. Spectrosc. 90, 579-589 (1981).
2. A.V. Burenin, O.L. Polyansky, and S.M. Shchapin, Opt. Spektrosk. 53, 666-672 (1982).
3. A.V. Burenin, J. Mol. Spectrosc. 136, 169-172 (1989). 4. V.N. Bryukhanov, Yu.S. Makushkin, Vl.G. Tyuterev, and V.N. Cherepanov, Izv. Vyssh. Uchebn. Zaved., Fiz., No. 8, 14-18 (1981).
4. W.A. Majewski, M.D. Marshall, A.R.W. McKellar, J.W.C. Johns, and J.K.G. Watson, J. Mol. Spectrosc. 122, 341-355 (1987).
5. O.L. Polyansky, J. Mol. Spectrosc. 112, No. 1, 79-87 (1985).
6. O.L. Polyansky and J. Tennyson, J. Mol. Spectrosc. 154, 246-251 (1992).
7. V.F. Golovko, Vl.G. Tyuterev, A.V. Burenin, Opt. Spektrosk. 64, 764-769 (1988).
8. Vl.G. Tyuterev, V.I. Starikov, and V.I. Tolmachev, Dokl. Akad. Nauk SSSR 297, 38-58 (1987).
9. Vl.G. Tyuterev, V.I. Starikov, S.A. Tashkun, and S.N. Mikhailenko, J. Mol. Spectrosc. 170, 130-147 (1995). 11. C. Camy-Peyret, J.-M. Flaud, J.-Y. Mandin, A. Bykov, O.V. Naumenko, L. Sinitsa, and B. Voronin, J. Quant. Spectrosc. Radiat. Transfer 61, No. 6, 795-812 (1999).
10. J. Cizek, V. Spirko, and O. Bludsky, J. Chem. Phys. 99, No. 10, 7331-7336 (1993).
11. V. Spirko and W. Kraemer, J. Mol. Spectrosc. 199, 236-244 (2000).
12. D.Z. Goodson and A.V. Sergeev, J. Chem. Phys. 110, No. 16, 8205 - 8206 (1999).
13. H.M. Pickett, J.C. Pearson, and C.E. Miller, J. Mol. Spectrosc. 233, 174-179 (2005).
14. S. Brunken, H.S.P. Muller, F. Lewen, and T.F. Giesen, J. Chem. Phys. 123, 164315-1-164315-10 (2005).
15. V.I. Starikov, S.A. Tashkun, and Vl.G. Tyuterev, J. Mol. Spectrosc. 151, 130-147 (1992)
16. Vl.G. Tyuterev, J. Mol. Spectrosc. 151, 97-129 (1992) 19. V.I. Starikov and S.N. Mikhailenko, J. Phys. B 33, 2141-2152 (2000).
17. A.V. Burenin and M.Yu. Ryabikin, Opt. Spektrosk. 78, No. 5, 742-748 (1995)
18. A.V. Burenin and M.Yu. Ryabikin, Opt. Spektrosk. 79, No. 2, 223-225 (1995).
19. A.A. Suvernev and D.Z. Goodson, J. Chem. Phys. 107 , No. 11, 4099-4111 (1997).
20. P.M. Morse and H. Feshbach, Phys. Rev. 34, 57 (1929)
21. K. Bhattacharyya, Int. J. Quantum Chem. XXII, 307330 (1982).
22. J.N. Silverman, Phys. Rev. A 28, No. 1, 498-501 (1983).
23. A.D. Bykov and T.V. Kruglova, Atmos. Oceanic Opt. 16, No. 11, 924-927 (2003).
24. T.V. Kruglova, Atmos. Oceanic Opt. 15, No. 9, 730733 (2002)
25. J. Zamastil, J. Cizek, and L. Skala, Phys. Rev. Lett. 84, No. 25, 1-11 (2000)
26. E.J. Weniger, "Nonlinear Sequence Transformations: Computational Tools for the Acceleration of Convergence and the Summation of Divergent Series," arXive.math.CA. 0107080
27. L.D. Landau and E.M. Lifshits, Quantum Mechanics. Non-relativistic Theory (Pergamon, London, 1977).
28. A.P. Prudnikov, Yu.A. Brychkov, and O.I. Marychev, Integrals and Series (Nauka, Moscow, 1981), 800 pp.
