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A suite of programs MIRART (Modular Infrared Atmospheric Radiance and Transmission) for 

high resolution infrared atmospheric radiative transfer calculations has been developed with emphasis 
on efficient and reliable numerical algorithms and a modular approach appropriate for simulation 
and/or retrieval in a variety of applications. The code has been carefully tested in the framework of 
two extensive inter-comparisons. Molecular weighting functions are implemented by means of 
automatic differentiation. 

 
Introduction 

 
In recent years the widespread use of high 

resolution spectrometers for groundbased, airborne, or 
spaceborne atmospheric remote sensing has resulted 
in an increased interest in Line-by-Line (LbL) radiative 
transfer modeling. For example, our institute operates 
an airborne far infrared heterodyne spectrometer,1 
and Fourier Transform Spectrometer (FTS) for infrared 
laboratory spectroscopy of molecules,2 groundbased 
measurements of atmospheric trace gases, and (airborne 
and laboratory) spectroscopy of jet engine exhausts.3 A 
combination of FTS and imaging spectrometer is 

currently in preparation for airborne observations of high 

temperature events (wild fires, volcanoes, etc.4). 
An essential prerequisite for the analysis of high 

resolution spectra as well as for theoretical studies 
such as retrieval assessments is a flexible, yet 
efficient radiative transfer code. Furthermore, as the 
retrieval of atmospheric parameters is in general a 
nonlinear optimization problem (inverse problem), 
the retrieval code has to be closely connected to the 
radiative transfer code (forward model). 

The recent increase in computational power has 
greatly helped to develop LbL radiative transfer codes. 
Although a variety of general purpose LbL codes has 
been developed in the past decades, i.e., FASCODE5 
and GENLN2,6 a new code has been found to be 
desirable because implementation of these sophisticated 
LbL programs in retrieval algorithms is generally a 
non-trivial task. Furthermore derivatives with respect 
to the unknown profiles are often not available or at 
least difficult to access. 

 

1. Basics of Infrared Atmospheric 
Radiative Transfer 

 
The intensity (radiance) I at wavenumber ν 

received by an instrument at position s = 0 can be 

described by the integral form of the equation of 
radiative transfer (neglecting scattering and assuming 
local thermodynamic equilibrium)7 

I(ν) = I∞(ν) τ(ν; ∞) – ⌡⌠
0

∞

 ds′ B[ν, T(s′)] 
∂τ(ν; s′)

∂s′  , (1) 

where I∞ is a background contribution, (e.g., the 
radiation emitted by the Earth's surface in case of 
downlooking instruments) and Â is the Planck 
function at temperature T, 

 B(ν, T) = 2hc2ν3/[exp(hcν/kBT) – 1], (2) 

with c, h, kB denoting speed of light, Planck and 
Boltzmann constant, respectively. The monochromatic 
transmission τ is given according to Beer's law by 

 τ(ν; s) = exp 








– ⌡⌠
0

s

 α(ν, s′) ds′  , (3) 

 α(ν; s) = ∑
m

 km[ν, p(s), T(s)] nm(s) + α(c)(ν, s), (4) 

where α is the volume absorption coefficient, km and 
nm are the absorption cross section and density of 
molecule m, and α(c) is the continuum absorption 
coefficient. Instrumental effects are taken into account 
by convolution with appropriate Instrumental Line 
Shape (ILS) and Field of View (FoV) functions.  

In general, the molecular cross section is obtained 

by summing over the contributions from many lines, 

km = ∑
l
 km

(l)
. For an individual line the cross section is 

the product of the temperature dependent line 
strength S(T) and a normalized line shape function 
g(ν) describing the broadening mechanism(s), 

 k(ν, s) = S[T(s)] g[ν, p(s), T(s)]. (5) 
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In the atmosphere the combined effect of pressure 
broadening (half width proportional to pressure, 
γL ∼  p), corresponding to a Lorentzian line shape 

 gL(ν) = 
γL/π

(ν – ν0)
2 + γL

2 , (6) 

and Doppler broadening, corresponding to a Gaussian 
line shape 

 gD(ν) = 
1
γD

 



 

ln2
π  

1/2

 exp 



–ln2 



ν – ν0

γD

2

 , (7) 

with γD ∼  ν0 T that can be represented by a Voigt 
line profile gV(ν) = gL⊗  gD.  
 

2. Numerical aspects 
 

Given the variety of applications MIRART has 
been designed for arbitrary observation geometry, 
FoV, and ILS. The following subsections discuss some 
distinct features. 

 

2.1. Voigt function 
 

The convolution integral defining the Voigt profile 

 gV(ν) = 
ln2/π
γD

 K(x, y), (8) 

 K(x, y) = 
y
π ⌡⌠

–∞

∞

 
e–t2

(x – t)2 + y2 dt, (9) 

cannot be evaluated in closed form and therefore has 
to be computed numerically. Most modern algorithms 
rely on approximations for the complex error function 
w(z) whose real part represents the Voigt function 

K(x, y) = ℜ [w(x + iy)]. Here the dimensionless 
variables x, y are defined in terms of the distance from 
the line center ν0 and the Lorentzian and Doppler half 
widths, x = ln2 (ν – ν0)/γD and y = ln2 γL/γD. 
Rational approximations are known to give accurate 
and efficient algorithms for a large class of functions. 
For the calculation of the complex error function 

MIRART uses an optimized combination8
 of 

algorithms developed by Humlicek9 and Hui et al.10 

 
2.2. Molecular absorption cross sections 

 
The line-by-line calculation of the cross sections 

is generally the most time consuming part of high 
resolution radiative transfer codes, and a large variety 
of optimization schemes has been developed.5,6,11,12 In 

MIRART the wavenumber grid is chosen individually 
for each altitude level and molecule. Furthermore, a 

coarse grid is used for contributions of lines outside 

the spectral region of interest, and line center 

contributions are calculated on a fine spectral grid. 
Molecular cross sections are calculated with 

spectroscopic data from HITRAN,13 HITEMP,14 
GEISA,15 or JPL16 dataset(s). In addition to the line 

contributions continua are implemented for water, 
carbon dioxide, oxygen, and nitrogen.17,18 

 
2.3. Line strengths temperature dependence 

 
The conversion of line strengths from temperature 

T0, i.e., the reference temperature of the spectroscopic 
line parameter data base, to the actual temperature Ò 
is calculated according to the scheme used in the 
ATMOS software19 

 S(T) = 

= S(T0) 
Q(T0)
Q(T)  

exp(–Ei/kT)
exp(–Ei/kT0)

 
1 – exp(–hcν0/kT)
1 – exp(–hcν0/kT0)

 . (10) 

Q(T) is the product of rotational and vibrational 
partition functions, Q = Qrot Qvib with 

 Qrot(T) = Qrot(T0) (T/T0)
β
, (11) 

 Qvib(T) = ∏
N

i=1
 [1 – exp(–hcνi/kT)]

–d
i, (12) 

where β is the temperature coefficient of the rotational 
partition function and N is the number of vibrational 
modes with wavenumbers νi and degeneracies di. 
 

2.4. Path integration 
 

The solution of Schwarzschild's equation (1) and 
Beer's law (3) requires the integration of spatially 
varying quantities (given only for a set of discrete 
altitude points) along the line of sight. The standard 
approach is to divide the atmosphere in a series of 
homogeneous layers described by "mean" temperature, 
pressure, and concentrations. Using this Curtis–Godson 
approximation, the total transmission is the product of 
all layer transmissions and the radiance is calculated 
recursively. 

Alternatively, the integrals in Eqs. (1) and (3) 
can be calculated using standard numerical quadrature 

schemes; for example, using an n-point quadrature rule, 
the optical depth in Eqs. (3) is given generally by 

 τ = ⌡⌠
sb

se

 α(s)ds = ∑
j
 wj α(sj), (13) 

where the weights wj and nodes sj are defined by the 

chosen quadrature rule. MIRART has implemented a 
trapezoid quadrature scheme, the method of 
overlapping parabolas,20 or a quadrature using the 
piecewise cubic Hermite interpolant (PCHIP) of the 
integrand21

 (see Fig. 1). Note that these quadrature 
rules work for arbitrarily spaced abscissas s. For a 
slant path geometry with zenith angle θ in a flat 
atmosphere the altitude grid points zl and the path 
grid points sj are essentially equivalent except for a 
cos(θ) factor. For limb path geometries a mapping 
of the altitude dependent atmospheric profiles to the 
distance s along the line of sight is performed, 
e.g., T(s) = T(z(s)), etc. 
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Fig. 1. Comparison of far infrared spectrum in the vicinity 
of the OH triplet at 83.869 cm–1 for different quadrature 
rules: Limb path with observer at 50 km, tangent at 20 km. 
H2Î, Î3, ÎÍ, ÍÎ2, and empirical FIRS continuum. Voigt 
line shape with cutoff at 2 cm–1 from line center. The large 
feature at 83.848 cm–1 is due to ozone. (The insert shows a 
zoom of the OH triplet, however, the rather weak third line 
of the triplet is not visible.) Execution time for piecewise 
cubic Hermite quadrature is significantly longer than for 
trapezoid or overlapping parabola. 
 

2.5. Optimization of the overlapping  
parabola quadrature 

 
For overlapping parabola quadrature MIRART 

utilizes the Fortran 77 subroutine AVINT of the 
SLATEC22 library. In general (cf. Fig. 1) there is a 
good agreement of spectra obtained with AVINT 
and PCHIP quadrature, whereas spectra calculated 
with trapezoid quadrature show slight deviations. 
On the other hand, although AVINT is faster than 
PCHIP, it is still considerably slower than trapezoid 
quadrature. 

However, the relative simplicity of the 
overlapping parabola quadrature made an op-
timization straightforward, resulting in an accelerated 
algorithm only slightly slower than trapezoid 
quadrature. Some reorganization of the code 
already resulted in considerable speed up: moving 
IF statements outside a DO loop, avoiding 
unnecessary divisions, and skipping repeated checks 
of input parameters. Furthermore, calculation of 
the radiance (1) also requires knowledge of the 
transmission τ(ν, s′) as a function of distance to the 
observer s′, i.e., for all path grid points sj between 
observer and end-of-path. In this case the weights 
wj can be calculated once and the stepwise 
quadrature from a fixed starting point to a 
sequence of end points sj can be formulated as a 
matrix-vector product.  

 
2.6. Implementation 

 
The current version of MIRART is written in 

Fortran 77 using some Fortran 90 extensions, utilizing 

open source libraries (SLATEC22
 and BLAS23) as far 

as possible. 
Program execution is controlled by a file 

formatted using Fortran Namelist allowing format-
free input. All data except for a few fundamental 
constants such as π are read from external files; in 
particular, molecular parameters such as mass, 
vibrational frequencies, etc. are read from file, hence 
“new” molecules can be added without 

recompilation. 
 

3. Verification 
 

Among the most important, yet difficult steps in 
program development are validation and verification. 
Unfortunately, a closed analytic solution of the 
radiative transfer equations is not available for 

realistic conditions, and hence a comparison of 
numerical results with reference values is not feasible. 
Clearly testing code against analytical results is 
mandatory for intermediate quantities, e.g., cross 

sections, but this obviously does not prove the 
correctness and consistency of the whole code. 
Comparing computed spectra with experimental 
measurements is difficult due to the incomplete 
knowledge of the atmosphere and inaccuracy of 
spectroscopic data. Thus, this approach is essentially 
limited to laboratory measurements for a 
homogeneous gas cell, i.e., it does not test the 
correctness of the numerical solution of the path 
integrals in Eqs. (1) and (3). 

Hence, the standard approach to verification of 
LbL codes relies on cross checks against similar 
codes. Recently MIRART participated in two 
extensive intercomparisons. 

 
3.1. Advanced MIPAS Level 2 Data Analysis 

(AMIL2DA) 
 

In order to assess the consistency of level 2 data 
generated from measurements by the MIPAS Fourier 
transform limb emission spectrometer onboard the 
ENVISAT satellite, the AMIL2DA project aims at 
careful comparison and characterization of algorithms 
and data analysis strategies used by different 
European groups. An essential step of this project is 
a cross comparison of the radiative transfer forward 
models to be used as a part of the group's MIPAS 
data processing.24 The intercomparison was organized 
as a series of exercises, starting from simple settings 
proving basic functionalities and proceeding to more 
complex and realistic scenarios. Accordingly, the first 
exercises considered the transmission of a single N2O 
line for different pressures and temperatures, hence, 
testing line shape computation and line strength 
conversion. In a second set of exercises radiance spectra 
for a limb viewing geometry with instrumental effects 
have been intercompared. Figure 2 shows a comparison 
of a limb emission spectrum, revealing deviations 
well below one percent. 
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Fig. 2. AMIL2DA Forward model intercomparison (Exercise 
20): KOPRA line-by-line code31 and MIRART. Limb view 
with tangent altitude 40 km, apodized FTS instrument line 
shape, finite field-of-view. H2O, CO2, O3, N2O, and CH4; 
CKD-continuum.5 

3.2. International radiative transfer modeling 
workshop 2001 (IRTMW01) 

 
A major objective of IRTMW01 was the 

intercomparison of radiative transfer codes in the 
microwave spectral domain.25 Similar to the AMIL2DA 
intercomparison, it was organized in a series of 
progressively more sophisticated "cases", starting 
with an assessment of Voigt line shape and molecular 
absorption coefficient calculations. As for the 

corresponding AMIL2DA exercises, MIRART 

exhibited slight deviations for spectra at temperatures 
different from the database reference temperature 
that have been attributed to the use of different line 
strengths conversion approaches. 

The purpose of case 3 was to check the correct 
implementation of the radiative transfer algorithm, 
i.e., the solution of the integrals in Eqs. (1) and (3). 
In order to allow discrimination of different sources 
of possible deviations between the models, absorption 
coefficients α(ν, z) have been pre-calculated by the 
University of Bremen group and used as common input. 
Case 4 was aiming to test the entire computational 
chain of the codes including LbL calculation, 
continuum corrections, and path quadrature. 
Geometries and instrument settings were identical to 
case 3, thus, changes from case 3 spectra to case 4 
spectra have to come from differences in the input 
data or from differences in the cross section and 
absorption coefficient calculations. 

 

 
 

Fig. 3. IRTMW01 intercomparison: case 3 (left) and 4 (right) up-looking: ARTS line-by-line code (University of Bremen) vs. 
MIRART. (On the left "qop" and "trap" refers to "quadrature with overlapping parabolas" and "trapezoid quadrature", 
respectively, cf. subsection 3.4). Î3 and O2, perfect antenna (i.e., infinitesimal FoV), single side band receiver with Gaussian 
ILS function with half width 0.25 MHz. 

Radiance, nW/(cm2 ⋅ sr ⋅ cm$1) 

∆Radiance 
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The intercomparison was performed for different 
geometries, and for ideal monochromatic spectra as 
well as ILS and FoV convolved spectra. Figure 3 shows 
the results for the uplooking geometry: Whereas case 3 
spectra do not yield visible differences, slight 

deviations show up in case 4 for small zenith angles. 
Similar results were also found for the case 3 and 
case 4 down looking and limb viewing exercises. 

 

4. Weighting functions 
 

Remote sensing of the atmosphere by high-
resolution spectroscopy is a well established technique 
allowing determination of temperature, pressure, and 
constituent profiles by inversion of the integral 
equation of radiative transfer. Because, in general, the 
relation between the unknown profile and the spectrum 
(Eqs. (1), (3)) is nonlinear, the inversion has to be 
accomplished by Newtonian iteration based on 

linearization. In many cases the differentiation to 
compute the Jacobian or "weighting functions" is 
performed by finite difference numerical derivatives, 
and thus frequently constitutes the most time 

consuming part of the retrieval. And, even more 
serious, the appropriate amount of perturbation is 
difficult to predict (truncation and/or cancellation 
errors, see Ref. 26). 

Analytical means of weighting function calculations 
are therefore advantageous both for computational 
efficiency and accuracy. However, calculating 

derivatives manually and implementing these in a 
moderately large codes is tedious and error prone. 

Automatic differentiation provides a pleasant 
alternative to quickly generate derivative-enhanced 
versions of computer codes. Automatic differentiation 
techniques27,28 are based on the fact that every model 
implemented as a computer program is essentially 
formulated in terms of elementary operations (sums, 
products, powers) and elementary functions. In contrast 
to integration, differentiation is based on a few simple 
recipes such as the chain rule, and these can be 
performed automatically by some kind of precompiler, 
taking a computer code as input and delivering a 

code that additionally produces derivatives with 
respect to some chosen variables. A number of 
automatic differentiation tools are available for 

Fortran, C, etc.; here we used the ADIFOR system29
 

for automatic differentiation of Fortran 77 code. 
The first step is to identify the function to be 

differentiated, usually corresponding to a subroutine 

in case of Fortran. The Jacobians required for the 
nonlinear least squares solver in atmospheric 

retrievals are the derivatives of the radiance vector 
with respect to the discretized representation (vector) 
of the atmospheric profile. Because least squares aims 
to minimize the residual between observed and 
modeled spectra, instrumental effects have to be 
included in the model. Hence the "top-level 
subroutine" to be differentiated includes path 

quadrature as well as convolution of the 

monochromatic spectrum with ILS and FoV. 
Furthermore, the independent (here molecular 

concentration) and dependent (instrumentally 

modified radiance) variables of the function with 
respect to differentiation have to be identified. Because 
Fortran 77 does not allow dynamic memory allocation, 
ADIFOR also requires to specify an upper bound on 

the size of the gradient object, which can be set to the 

maximum number of altitude levels used for the 

atmospheric profiles. This information is collected in 

an ADIFOR "script file" as shown in Fig. 4. 
 

AD_TOP = schwarzschild_ils_fov 
AD_IVARS = Density 
AD_DVARS = Radiance 
AD_PMAX = 50 

 

Fig. 4. ADIFOR script file used for MIRART molecular 
concentration weighting functions. 
 

The next step is to generate a "composition file", 
i.e., a listing of all source files making up the program, 
cf. Fig. 5. This listing essentially contains a main 
program and all subprograms called by the top-level 
subroutine thus comprising the entire code necessary 
to evaluate the dependent variable(s) as a function of 
the independent variable(s). It is not required to 

submit the entire code to ADIFOR. In the case of 
molecular weighting functions the LbL section is 
irrelevant and can be omitted. Likewise, it is not 
necessary to include the actual main program, a 
dummy main program that only contains a call to the 
top-level subroutine and appropriate declarations is 
hence sufficient. 
 

dummy_main.f 
schwarzschild_ils_fov.f 
schwarzschild.f 
convolve_ils.f 
convolve_fov.f 
. . . . . . . . . . . . . . . 

 

Fig. 5. Excerpt of the ADIFOR composition file used for 
MIRART weighting functions (note that this excerpt is for 
illustrative purposes only and the names do not correspond 
to the actual source files; actually our composition file 
contains more than 100 routines). 
 

Invoking ADIFOR now generates the derivative 
code for the top-level subroutine and for all relevant 
subroutines called by it (directly or indirectly). Note 
that in the new code statements, involving the 

independent, dependent, or intermediate variables, are 
augmented by corresponding statements to compute 
the derivative. Thus, the argument list of all 
augmented subroutines will be extended by derivative 
variables, and the routine or main program calling the 
top-level subroutine has to be adjusted appropriately. 
Furthermore, a so-called seed matrix has to be 
introduced indicating with respect to which elements 
of the vector (or matrix) derivatives are to be 

calculated. Finally these new routines along with any 
other modules necessary to form a complete program 
are compiled and linked. 

In Fig. 6 limb view H2Î weighting functions 
computed with the automatic derivates enhanced 
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forward model and by two point finite differences are 
compared, clearly indicating the problem of choosing 
the right perturbation for finite difference 

approximations. Computing time for a limb sequence 
of radiance and Jacobians has increased by about a 
factor three comparative to the pure radiance 

calculation, i.e., there is a significant computational 
gain as compared to the finite difference approach for 
a Jacobian with 20 columns. 

 

 

Fig. 6. Comparison of Jacobian for H2O at 25 km computed 
by automatic differentiation and by finite differences. Limb 
view to 25 km tangent height; H2O, O3, HO2, and OH, and 
CKD continuum; line parameters from SAO database. 
Gaussian FoV with 1 km half width. FTS with 
MOPD = 300 cm, Norton–Beer medium apodization. The 
dot-dashed curve with the axis on the right shows the 
radiance I(ν); the strong signature at 83.87 cm–1 is due to 
the OH line triplet, cf. Fig. 1. 

 
5. Future developments 

 
The Modular InfraRed Atmospheric Radiance and 

Transmission (MIRART) LbL code for high resolution 
radiative transfer computations has been presented 
with an emphasis on its numerical implementation. In 
particular, automatic differentiation has been used to 
generate code for exact molecular weighting functions. 
Current work focuses on implementation of derivatives 
with respect to further variables (temperature) and 
integration in the "Virtual lab".30 
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